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Abstract Teaching programming concepts to enhance students’ problem solving and
computational thinking skills is a challenging task, especially when students enter
college with little to no preparation, or they lack the interest or capacity for program-
ming. Online platforms that serve as automated practice and assessment systems have
been offered as potential tools for supporting programming skills development, pro-
viding feedback, and motivating students. The present article discusses the use of an
online automated practice and assessment system called Kattis for homework assign-
ments and final project in three computer science courses. The goal of the present study
was to ascertain students’ continuance intentions to use Kattis. We attempt to address
this by using partial least squares on data from a survey of 50 students. The findings of
the present study suggest that continuance intentions to use Kattis is driven by students’
level of satisfaction with the system, the degree of students’ confirmation of expecta-
tions, and the perceived usefulness of the system.
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1 Introduction

One of the big challenges in computer science education concerns engaging students
who have little to no preparation or have difficulty completing the necessary work to
succeed (Stone and Madigan 2008). Programming is a demanding endeavor, and many
novice students face several challenges and difficulties in learning to program (Robins
et al. 2003). Several researchers have suggested that traditional forms of assessment
such as quizzes and exams are not effective for programming courses as they don’t
provide sufficient feedback in a course where the primary objectives are learning
programming concepts and practicing computational thinking by solving real-world
problems and ideally requires support through the whole programming cycle (Enström
et al. 2011; Garcia-Mateos and Fernandez-Aleman 2009).

Formative feedback enables students to make informed decisions about their learn-
ing (Shute 2008). The literature on formative assessment suggests that, to maximize
learning, students need to be provided with options to revise their study approach and
take control of their learning (Nicol and Macfarlane-Dick 2006). Shute (2008) reported
that effective formative assessment should be non-evaluative, supportive, timely, and
specific. Thus, feedback is tailored to be maximally effective and applicable to the
student’s practice. The notion of formative assessment is also related to the notion of
deliberate practice (Ericsson et al. 1993) that holds that expert performance is derived
from practicing skills at the limit of one’s ability, to strengthen and develop skills by
maintaining such deliberate practice for extended intervals. Deliberate practice provides
the necessary kind of formative data to correct understandings and improve technique.
Automated assessments systems (Enström et al. 2011) have been devised to provide the
kind of environment where students can practice programming at their level of mastery,
and offer the kind of formative feedback to fix holes in their knowledge and practice
those concepts and skills that they need to develop to attain mastery. Automated
assessment systems offer individualized formative feedback that is scalable and re-
sponsive to the individual learner’s level of mastery. Automated assessment systems
can vary in their level of adaptability, from offering a range of problem sets, as with
Kattis, to providing tailored feedback or adaptive lesson paths based on learner
performance using statistical modelling techniques (Piech et al. 2015).

Programming instruction requires authentic designs that incorporate interesting and
relevant assignments and emulate real-world problems that are both meaningful and
challenging, to motivate students to study (Ala-Mutka 2005; Layman et al. 2007). To
succeed in computer science programs, students need to be intrinsically motivated to
continuously engage in and practice coding (Bergin and Reilly 2005; Fernandez
Aleman 2011). To meet such challenges, automated assessment systems have been
offered as viable solutions to improve instruction and learning (Ala-Mutka 2005;
Blumenstein et al. 2008; Enström et al. 2011; Wang et al. 2011). Automated assessment
platforms such as Kattis (Open Kattis 2017) provide important contexts for authentic
coding exposure and are increasingly becoming popular (Enström et al. 2011). Such
platforms provide many opportunities for revamping assessment and feedback, and
have attracted attention from computer science instructors, researchers, and practi-
tioners (Ala-Mutka 2005; Fernandez Aleman 2011). According to Ala-Mutka (2005),
the advantages of automated assessment platforms include Bspeed, availability, consis-
tency and objectivity of assessment^ (p. 83). The objective of this research is to
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ascertain whether students are self-motivated to challenge themselves and go above and
beyond the assigned assignments and projects to continuously practice programming
using the Kattis platform.

2 Kattis

Kattis (Fig. 1) is an online service developed and used since 2005 to automate student
assessment and grading in computer programming courses at KTH – Royal Institute of
Technology, Sweden (Enström et al. 2011). An example of a problem posted on Kattis
is illustrated in Fig. 2. Kattis provides thousands of solutions to pick from, developed
by professionals and educators around the world. According to Enström et al. (2011),
Bautomated assessment systems clearly assist in reducing the teacher’s workload by
removing the tedious work for manually verifying correctness^ (p. T3 J-1). Started as
an academic project at KTH, the service is now used in computer programming courses
in universities across the globe and in competitions too. For example the ACM
International Collegiate Programming Contest (ICPC) uses Kattis (ICPC Kattis
2017). Kattis has found use beyond academia, companies use it judge and recruit
talented programmers. They use the service to test applicants’ programming compe-
tence and problem solving skills in an automated fashion before inviting them to an in-
person interview (Kattis 2017).

Kattis was first used in two courses at KTH Royal Institute of Technology in 2005
and 2006. It has gone through several iterations based on students’ feedback and
instructors’ experiences (Enström et al. 2011). Because Kattis’ online interface pub-
lishes not only the CPU time a submitted solution takes but also the top 10 lists of
fastest solutions in various programming languages, Enström et al. (2011) have noted
that students are self-motivated to, perhaps challenge themselves, and submit multiple
accepted submissions to the same problems.

Fig. 1 Kattis Interface. Reprinted from Kattis Problem Archive, Retrieved July 9, 2017, from https://open.
kattis.com. Copyright 2017 by Scrool AB. Reprinted with permission
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Students need to be continually motivated to engage in and practice coding
to become competent and develop the necessary skills for a career in program-
ming. It is important to understand the factors that motivate students to
continue using an environment such as Kattis because they are a determinant
of implementation success. The purpose of this study was to investigate the
continuance intentions of computer science students to use Kattis grounded in
the Expectation-Confirmation theory of information systems continuance.

3 Continuance intentions

With the growing push to introduce and integrate technology in education, the need to
understand why learners accept technology has become an important exercise (Doleck
et al. 2017a; Bazelais et al. 2017). Indeed, Jasperson et al. (2005) highlight that
technology adoption literature has largely focused on Bindividuals' preadoption activ-
ities, the adoption decision, and initial use behaviors^ (p. 527)—reflected in the greater
number of studies related to acceptance behaviors in the educational technology
literature. While the acceptance of technology is considered critical for the success of
any technology implementation (Doleck et al. 2017b; Lemay et al. 2017; Legris et al.

Fig. 2 Example of a Problem available on Kattis. Reprinted from Kattis Problem Archive, Retrieved July 9,
2017, from https://open.kattis.com/problems/simonsays. Copyright 2017 by Scrool AB. Reprinted with
permission
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2003; Venkatesh and Davis 2000), the importance of continued use of the technology
has also been emphasized (Bhattacherjee 2001; Hong et al. 2006; Jasperson et al. 2005)
given that users at times discontinue use after initially accepting the technology
(Bhattacherjee 2001; Thong et al. 2006). Indeed, Bhattacherjee (2001) submits that
the Blong-term viability of an IS and its eventual success depend on its continued use
rather than first-time use^ (p. 351–352). As such, investigations geared toward under-
standing continuance intentions have received growing attention in the educational
technology literature (Chiu et al. 2007; Lin 2011; Terzis et al. 2013; Wu et al. 2007).
The key objective of the present study then is to describe the relationships between the
factors that affect continuance intentions to use Kattis. This is an important exercise,
given that teachers sometimes impose the use of certain learning systems in the
classroom. The introduction and use of a new learning system can engender a wide
range of responses from students. Thus, a more nuanced understanding of students’
perceptions of the system post-adoption is needed, one that captures whether students
accept and continue to use the system. We rely on the widely used theoretical
framework of the Expectation-Confirmation model (Bhattacherjee 2001) to examine
the factors that affect the usage continuance intentions of Kattis.

4 Theoretical framework

Bhattacherjee (2001) notes that the stream of work that considers Bpre-acceptance
variables to explain both acceptance and continuance decision^ (p. 352) typically fails
to Bexplain why some users discontinue IS use after accepting it initially^ (p. 352). To
address this gap in the literature, Bhattacherjee (2001) introduced the expectation-
confirmation theory of information systems continuance and posited that, post-accep-
tance, user’s intentions to continue using a system or technology (the dependent
variable) are driven by three antecedent constructs: user’s satisfaction; the degree of
users’ expectation confirmation; and, the perceived usefulness of the system or tech-
nology. To yield insights into the continued use of Kattis, consistent with the
expectation-confirmation theory (Fig. 3), the present study proposed hypotheses that
are formalized as follows:

& H1: satisfaction (SAT) is positively related to usage continuance intentions (CIN)
& H2: confirmation (CON) is positively related to satisfaction (SAT)

PUS

CON

SAT CINH3

H4

H2

H5

H1

Fig. 3 Expectation-confirmation theory
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& H3: confirmation (CON) is positively related to perceived usefulness (PUS)
& H4: perceived usefulness (PUS) is positively related to satisfaction (SAT)
& H5: perceived usefulness (PUS) is positively related to continuance intention (CIN)

5 Method

5.1 Context of this study

This study was conducted in the context of three computer science courses (CSCI
112: Data Structures, CSCI 310: Advanced Programming: Python, CSCI 420:
Cybersecurity) in spring 2017. These courses ranged from freshman to senior level
courses. The open problem archive service (http://open.kattis.com) of Kattis was
used in all the courses. Students were asked to register using their university email
id, and were given the choice to use the service in anonymous mode or the default
public mode. In the anonymous mode, users can hide their information and ratings
from all other users, and their score is not used to calculate the overall rank of the
university, subdivision, or the country they belong to. Problems with various
difficultly levels (typically ranging from 1.2 to 9.5) were assigned to the
students in the three courses as detailed below. Since the difficulty level keeps
changing (can go up or down), students were asked to record the difficulty level of
the problem at the beginning when they started to solve a problem of their choice.
Students could submit the solutions of a problem as many times as they wished,
and were encouraged to test their solutions with corner test cases before submitting
to the online judge. Only the accepted solutions were graded and no partial credits
were given for partially correct solutions (passes in some test cases but fails in at
least 1).

In CSCI 112, Kattis was used for the final project. Students were asked to pick and
solve problems of varying difficulty level to aim for each letter grade. For example, to
receive 100% (A), students needed to solve 3 problems (1 with difficulty level 2 or
above; 1 with difficulty level 1.8 or above; and, 1 with difficulty level 1.7 or above); to
receive 80% (B), students needed to solve 3 problems (1 with difficulty level 1.7 or
above; 1 with 1.6 or above; and, 1 with 1.5 or above), and so on. 72% of the students
received an A; 9% received a B and the rest received an F.

The experience of automated assessment systems can be frustrating for users,
especially if they’re not familiar with online judging system and are beginner
programmers. Difficult problems can appear deceivingly simple. Slow and
simple recursive and brute-force algorithms can simply fail with the hidden
test cases. And the time constraint imposed by Kattis can provoke anxious
reactions. All of which can engender a frustrating experience, especially when
Kattis intentionally doesn’t provide specific feedback. To address this scenario,
students were explicitly advised to initially target the C grade to make them-
selves familiar with the system and, once they gain momentum, to continue
solving increasingly difficult problems to target an A grade. We did not seek to
confirm if the students took advantage of the strategy. However, many students
solved more problems, and some with higher difficulty levels, than the mini-
mum requirements of the project.
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In CS310, Kattis was used for the first half of the semester, each student was asked
to solve six problems in total with difficulty level from 1.3 and above with the
constraint that no two problems could be of the same difficulty level. All students
except one (who did not submit the project) met most of the requirements of the project
and received an A grade for the Kattis problems. Students continued to solve problems
with varying difficulty levels and some were involved in friendly competition among
themselves vying for the better rank. Ultimately, the most top ranked students were in
this course.

In CSCI420, where C programming language is briefly covered, students
were asked to pick and solve one problem with difficulty level 1.5 or above in
C programming language as a homework assignment. Although most students
in the course were excited about Kattis, one student solved many problems
using C# and remained in the top-five institutional ranking for several months.
The student was majoring in computer information systems where coding is not
even the primary focus. Every student received an A grade in the Kattis
assignment.

5.2 Participant profile

Participants in the study were 50 students from a southwestern university who
volunteered to participate. The students were drawn from three computer science
courses in spring 2017. Table 1 summarizes the data regarding the courses and the
participants.

5.3 Instrument

The survey instrument for specifying the factors affecting Kattis continuance
intentions was developed using items from the literature (Bhattacherjee 2001;
Davis 1989; Lee 2010; Limayem et al. 2007). There were five items for
perceived usefulness (e.g., BUsing Kattis enables me to accomplish my learning
tasks more quickly^), three items for confirmation (e.g., BMy experience with
using Kattis was better than what I expected^), three items for satisfaction (e.g.,
BI am satisfied with the performance of Kattis^), and three items for continu-
ance intentions (e.g., BI intend to continue to using Kattis rather than use any
alternative^). All items were scored on a 7-point Likert-type rating scale
(1 = strongly disagree to 7 = strongly agree). Participants were also asked to
provide general comments about Kattis.

Table 1 Participant summary

Course # of
Students
enrolled

# of
Surveys

% Male % Female % CS
Major

Other
Major

Seniors &
Graduates

Freshman &
Junior

CSCI 112 24 21 83% 17% 78% 12% 8% 92%

CSCI 310 29 24 87% 13% 90% 10% 30% 70%

CSCI 420 6 5 64% 36% 85% 15% 100% 0%
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6 Analysis and results

We used partial least squares structural equation modeling (PLS-SEM; Hair et al. 2011;
Henseler et al. 2016) to test the research hypotheses. All analyses were carried out using
the WarpPLS tool (Kock 2015a; Kock 2015b). We followed the standard two-step
modeling process: measurement model and structural model (Hair et al. 2011; Henseler
et al. 2016; Kock 2015b). The psychometric properties were examined using guidelines
from the literature on PLS (Hair et al. 2011; Henseler et al. 2016; Kock 2015b).

6.1 Measurement model

Using the suggested recommended criteria formodel fit determination and quality indices,
there was acceptable fit of the data (Table 2) to the hypothesized model (Kock 2015b).

The factor loadings all exceeded 0.70 (Chin 1998), presenting a good indicator of
the instrument’s reliability (Table 3). Table 4 illustrates that the composite reliability
(Kock 2015b) coefficients of the different measures all exceeded the threshold value of
0.70 and the Cronbach’s alpha coefficients (Kock 2015b) of the different measures all
exceeded the threshold value of 0.70. Thus, establishing the reliability of the indicators.
Convergent validity was assessed through the average variance extracted (AVE) test on
the variables. The values in Table 4 support convergent validity as all AVEs exceeded
the recommended threshold value 0.50 (Henseler et al. 2016).

Discriminant validity was assessed using the Fornell-Larcker criterion (Fornell and
Larcker 1981). In Table 5, all the diagonal values (square roots of AVEs) are greater
than the off-diagonal numbers in the corresponding rows and columns, and demon-
strate discriminant validity.

The acceptability of the psychometric properties of the measurement model
established, we turn our attention to the structural model.

Table 2 Model fit statistics and quality indices

Measure Values Recommended criterion

Average path coefficient (APC) 0.489,
P < 0.001

Acceptable if P < 0.05

Average R-squared (ARS) 0.626,
P < 0.001

Acceptable if P < 0.05

Average adjusted R-squared (AARS) 0.613,
P < 0.001

Acceptable if P < 0.05

Average block VIF (AVIF) 3.060 Acceptable if <= 5

Average full collinearity VIF (AFVIF) 3.193 Acceptable if <= 5

Tenenhaus GoF (GoF) 0.714 small > = 0.1, medium > = 0.25, large
> = 0.36

Sympson’s paradox ratio (SPR) 1.000 acceptable if > = 0.7

R-squared contribution ratio (RSCR) 1.000 acceptable if > = 0.9

Statistical suppression ratio (SSR) 1.000 acceptable if > = 0.7

Nonlinear bivariate causality direction ratio
(NLBCDR)

1.000 acceptable if > = 0.7
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6.2 Structural model

The full collinearity variance inflation factors (VIFs) were assessed for common method
bias test and to detect multicollinearity. Since all VIFs were below the suggested threshold
of 5, we concluded that there was nomulticollinearity and no commonmethod bias (Kock
2015b). Additionally, the predictive relevance associated with each endogenous variable
in the model was examined. All Q2 coefficient values were found to be greater than zero,
demonstrating an acceptable level of predictive relevance (Kock 2015b). Figure 4 illus-
trates the results of the path estimation results using WarpPLS.

According to Hair et al. (2011), R2 (coefficient of determination) values of 0.75, 0.50,
and 0.25 are considered substantial, moderate, andweak, respectively. Given theR2 of CIN
was 0.60 (moderate), the research model explained 60% of the variance in CIN. More
specifically, with an R2 of 0.60 for CIN, the two latent variables (PUS and SAT) explain
60% of the variance in USE. With an R2 of 0.76 (substantial) for SAT, the two latent
variables (PUS and CON) explain 76% of the variance in SAT. Finally, with an R2 of 0.51
(moderate) for PUS, the latent variable (CON) explains 51% of the variance in PUS.

Table 3 Loadings of measurement items

PUS CON SAT CIN P value

PUS1 0.902 0.166 0.086 −0.065 <0.001

PUS2 0.954 −0.027 0.017 −0.157 <0.001

PUS3 0.832 −0.232 −0.119 −0.085 <0.001

PUS4 0.911 0.014 −0.057 0.162 <0.001

PUS5 0.915 0.061 0.063 0.144 <0.001

CON1 0.562 0.855 −0.140 −0.202 <0.001

CON2 −0.157 0.886 −0.120 −0.040 <0.001

CON3 −0.403 0.848 0.267 0.096 <0.001

SAT1 −0.193 −0.072 0.870 −0.239 <0.001

SAT2 0.031 −0.037 0.934 −0.105 <0.001

SAT3 0.159 0.112 0.869 0.352 <0.001

CIN1 −0.031 0.058 −0.068 0.974 <0.001

CIN2 −0.026 −0.031 −0.064 0.935 <0.001

CIN3 0.059 −0.030 0.135 0.934 <0.001

Bold values are loadings

Table 4 Measurement scale
characteristics

Construct Composite
reliability (CR)

Cronbach’s alpha Average
variance
extracted (AVE)

PUS 0.957 0.943 0.817

CON 0.898 0.829 0.745

SAT 0.921 0.871 0.795

CIN 0.964 0.944 0.899
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The path coefficients (β) and path significance (p-value) were examined to reveal the
relationships between the constructs in the research model. The results of the hypotheses
testing including effect sizes (f2) are presented in Table 6. Values of 0.35, 0.15, and 0.02
are deemed as large, medium, and small, respectively (Cohen 1988). Using the guide-
lines for assessing effect sizes, most effect sizes in the study were deemed large.

7 Discussion

Drawing on Bhattacherjee’s (2001) expectation-confirmation theory of information sys-
tems to examine the interplay of the constructs of the research model (Fig. 3), the present
study attempted to provide insights into the structural relationships between the constructs
(perceived usefulness, satisfaction, and confirmation) and their resulting effect on contin-
uance intentions to use Kattis. The results provide strong empirical support for the
proposed model. The analysis yielded significant results in the hypothesized direction
for all the hypotheses. Overall, the structural model helped explain 60% (R2 of CIN was
0.60%) of variance in continuance intentions to use Kattis, thus highlighting the important
role that the antecedent variables had on predicting the continuance intentions. First, in
support of the two direct antecedent influences (H1 and H5), both perceived usefulness
(β = 0.490, p < 0.001) and satisfaction (β = 0.319, p = 0.007) had a positive significant
effect on continuance intentions. The antecedent variables, confirmation and perceived
usefulness, helped explain 76% (R2 of SAT was 0.76%) of the variance in satisfaction,

Table 5 Discriminant validity
check

Bold values are loadings

PUS CON SAT CIN

PUS 0.904 0.651 0.801 0.749

CON 0.651 0.863 0.747 0.491

SAT 0.801 0.747 0.892 0.728

CIN 0.749 0.491 0.728 0.948

Fig. 4 PLS Results
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thus indicating that confirmation and perceived usefulness were important in satisfaction
formation. Second, in support of the two direct antecedent influences (H2 and H4), both
confirmation (β = 0.380, p = 0.002) and perceived usefulness (β = 0.540, p < 0.001) had a
positive significant effect on satisfaction. Third, confirmation had a positive significant
effect on perceived usefulness (β = 0.714, p < 0.001) and helped explain 51% of the
variance in perceived usefulness; thus supporting H3. In summary, all proposed
hypotheses were supported. This study affirms that user’s intentions to continue using a
system are driven by three antecedent constructs: user’s level of satisfaction with the
system; the degree of users’ confirmation of expectations; and the perceived usefulness of
the system. These findings are consistent with much of the research that highlights the
influence of the three antecedent constructs on continuance intentions and supports the
expectation-confirmation model (Bhattacherjee 2001).

The present study is of practical importance to educators considering the use of open
programming and assessment environments like Kattis. The success of adopting any
new technology depends on subsequent continued use of the technology. Our findings
reveal that the students sampled in the present study were likely to continue to use Kattis
and the model provides us an accessible way to understand the reasons why. By
revealing the interplay of the antecedent factors to predict continuance intentions, the
model can help instructors plan theirs courses to maximally support students in adopting
and continuing to use Kattis and to ensure their success in learning programming.

Interestingly, when we examine the relative importance of the direct antecedents to
continuance intentions in the research model, we find that perceived usefulness was a
stronger predictor of continuance intention compared to satisfaction. This suggests that
students are willing to put up with quite a bit of dissatisfaction as they struggle to learn
programming. Students appear to value the usefulness of Kattis for learning program-
ming. Despite the hardships, they overwhelmingly report that they will continue to use
Kattis and that they see it as an important learning tool.

We find corroborating evidence in the general comments regarding Kattis provided
by the students—in addition to reporting on their continuance intentions. Students
generally had positive comments regarding the use of Kattis, which accords with the
high level of satisfaction and perceptions of usefulness noted in the research model.
This finding is echoed in the general positive comments about the usefulness of Kattis.

Some examples are presented below:

BBest part: Employers ask you kattis questions.^ [P2]

BNice for HW assignments.^ [P4]

Table 6 Hypotheses Testing

Hypothesis Path Path coefficient (β) P value Effect size (f2) Result

H1 SAT ➔ CIN 0.319 p = 0.007 0.233 Supported

H2 CON ➔ SAT 0.380 p = 0.002 0.307 Supported

H3 CON ➔ PUS 0.714 p < 0.001 0.510 Supported

H4 PUS ➔ SAT 0.540 p < 0.001 0.455 Supported

H5 PUS ➔ CIN 0.490 p < 0.001 0.371 Supported
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BThe best part of using Kattis is the variety of problems. I think it prepares
students for real-world situations.^ [P7]

BIt is really good to try kattis problem as it enhances problem solving skills.^ [P11]

BI love spending my time on Kattis. It is very helpful to learn better
programming.^ [P13]

BI really enjoyed it and experienced a question at one of my interviews.^ [P29]

BI think it's great. An in-class competitive aspect would be fun.^ [P38]

BI really enjoyed using Kattis. I have recommended to other students. Kattis
helped me problem solve.^ [P39]

BThe best part about Kattis was using critical thinking to understand and apply
the problem to a coding language.^ [P46]

A few concerns and complaints were also noted, mainly related to the lack of
feedback in Kattis:

BTheworst part: You don't get to see the test case that is breaking your solution.^ [P2]

BMy only problem is that it doesn't provide helpful feedback.^ [P22]

BNot much explanation of why solution is wrong.^ [P23]

BWorst aspect: sometimes doesn't give you complete set of test cases, especially
with higher difficulty problems.^ [P47]

Student comments can provide Kattis developers with helpful guidelines for system
improvement and help them to address specific issues with Kattis. Indeed, improving
the feedback mechanisms in Kattis ought to help improve perceived usefulness, and in
turn improve user satisfaction with the system. Piech et al. (2015) have proposed
automated feedback mechanism using program embeddings, that is, representing
programs as compositional sequences in a vector space, to provide automated feedback
based on semantic similarity of the encoded program. These kinds of probabilistic word
vector representations have shown strong results in representing sentence meanings by
capturing sentence compositionality, and parsing sentence structures for POS tagging,
topic modelling, and sentiment analysis. Such work holds the promise of developing
collaborative filtering for automated feedback generation; thereby making system
feedback more informative through a scalable process.

The cross-sectional study has several limitations that need to be considered when
interpreting the findings. It should be noted that we relied on the original formulation of
the expectation-confirmation theory, using the native constructs only. Other salient
constructs could also influence the continuance intentions. Consideration of other
salient constructs is needed in future studies to better capture the phenomenon. The
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sample for our study was limited in size. It was drawn from a single college (computer
science students), and the courses had male-skewed gender imbalance. Given the cross-
sectional nature of the study, a natural concern relates to the generalizability of our
findings. Future studies should be conducted with other samples addressing the noted
limitations, including longitudinal studies that can verify user continuance intentions
and capture changes over time. Jasperson et al. (2005) refer to post-adoption behavior
as Bmyriad feature adoption decisions, feature use behaviors, and feature extension
behaviors made by an individual user after an IT application has been installed, made
accessible to the user, and applied by the user in accomplishing his/her work activities^
(p. 531). Thus, future research needs to examine feature use and extension behaviors as
well, to gain better insights into user continuance behaviors.
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